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Abstract 
 

Diabetes, also known as diabetes mellitus, is a chronic metabolic illness that affects millions of people around the world. Early detection is 
critical to avoiding serious complications. This study shows a two-stage methodology for comparing Machine Learning (ML) and Deep Learning 
(DL) models for diabetes prediction. In the first stage, four machine learning models (Random Forest, SVM, XGBoost, and Decision Tree) are 
evaluated for interpretability and computational efficiency. The second stage compares the best-performing ML model (Random Forest) to two 
DL models (LSTM and DNN). The results provide that Random Forest has a ROC-AUC of 0.815, beating DL models in interpretability, while 
LSTM achieves the best accuracy (0.710). The study focuses on the trade-offs between accuracy, interpretability, and computing cost, providing 
useful insights for healthcare applications. 
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INTRODUCTION 

 
The condition known as diabetes mellitus is a global health 
concern, affecting about 537 million individuals globally [1]. 
Early outlook is essential for immediate intervention and 
management. Traditional diagnostic approaches frequently fail 
to identify complicated patterns in clinical data, resulting in 
delayed diagnosis. Machine Learning (ML) and Deep Learning 
(DL) have emerged as highly effective predictive analytics 
technologies in healthcare. However, ML models provide 
interpretability and computational efficiency, whereas DL 
models excel in accuracy but are sometimes perceived as 
"black boxes" [2]. 
 
The current research fills the gap between ML and DL by 
proposing a two-stage framework: 
 

 Stage 1: Comparing the interpretability and efficiency of 
several machine learning models (Random Forest, SVM, 
XGBoost, Decision Tree). 

 Stage 2: Comparing the best ML model to DL models 
(LSTM, DNN) in terms of accuracy and computational cost. 

 
The study relies on the Pima Indian Diabetes Dataset to assess 
models applying strategies such as accuracy, precision, recall, 
F1-score, and ROC-AUC. 
 
LITERATURE REVIEW 
 
Recently achieved advances in the fields of machine learning 
(ML) and deep learning (DL) have had significant effects on 
diabetes prediction. This section summarizes major findings 
from previous studies and highlights research gaps. 
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Machine Learning Approaches 
 

 Random Forest and Decision Trees: Research has 
demonstrated that combination methods like as Random 
Forest are particularly useful for diabetes prediction due to 
their capacity to manage imbalanced datasets and provide 
feature importance rankings [3]. Decision trees, while 
interpretable, have a tendency to overfit on smaller datasets, 
reducing their predictive power [4]. 

 Support Vector Machines (SVMs): Studies shows that 
SVMs, particularly those with radial basis function (RBF) 
kernels, are very accurate in binary classification tasks such 
as diabetes prediction [5]. However, their performance is 
highly dependent on hyperparameter optimization, and they 
struggle with larger datasets due to computational 
complexity. 

 XGBoost: Gradient-boosting algorithms, particularly 
XGBoost, have proven to be quite effective at handling 
structured datasets. Research demonstrates its potential to 
reduce both bias and variation, resulting in better 
predictive performance than traditional models [6]. 

 
Deep Learning Approaches 
 

 LSTM and DNN: Deep Learning models, notably Long 
Short-Term Memory (LSTM) and Deep Neural Networks 
(DNN), have demonstrated extraordinary accuracy in 
diabetes prediction. These models can capture complicated, 
nonlinear interactions in data with unprecedented accuracy 
[7]. However, they necessitate enormous datasets and 
significant computer resources, and their "black-box" nature 
restricts their clarity. 

 
Research Gaps 
 
 Lack of Comparative Studies: Most research focuses on 

either ML or DL, with little direct comparisons between the 



two paradigms [8]. This makes it difficult to assess the 
trade-offs between accuracy, interpretability, and computing 
efficiency. 

 Dataset limitations: Many studies rely on the Pima Indian 
Diabetes Dataset, which lacks variation in patient 
demographics and diabetes subtypes [9]. This limits the 
generalizability of the findings. 

 Evaluation measures: While accuracy is frequently 
highlighted, other important measures such as recall and F1-
score are underreported. False negatives in healthcare 
applications can have serious repercussions, therefore recall 
is especially crucial [10]. 

 
This study fills these gaps by comparing ML and DL models 
using a variety of evaluation measures, with a focus on 
interpretability and computational efficiency. 
 
METHODOLOGY 
 
Dataset and Preprocessing 
 
The Pima Indian Diabetes Dataset consists of 768 samples 
with 8 attributes (such as glucose, BMI, and age) and a binary 
target variable (outcome: 1 for diabetic, 0 for non-diabetic). 
 
Preprocessing Steps: 
 
 Handling Missing Values: Replace zeros in key columns 

(e.g., Glucose, BMI) with median values. 
 Feature Scaling: Normalize features using StandardScaler. 
 Train-Test Split: Split data into 70% training and 30% 

testing. 
 
Code: 
 

 
 

Fig. 1. Representation of Preprocessing code 
 
Stage 1: Machine Learning Models: 
 
Four ML models are trained and evaluted: 
 Random Forest 
 Support Vector Machine(SVM) 
 XGBoost 
 Decision Tree 
 Evaluation Metrics: 

 Accuracy: Proportion of correctly classified instances. 
 Precision: Proportion of true positives among predicted 

positives. 
 Recall: Proportion of true positives among actual 

positives. 
 F1-Score: Harmonic mean of precision and recall. 
 ROC-AUC: Area under the ROC curve. 

Code: 
 

 
 

Fig. 2. Representation of ML Model Training and Evaluation 
 

RESULTS 
 

 
 

Fig. 3. Represent Random Forest is Best Model  
(ROC-AUC = 0.8150) 

 

Stage 2: Deep Learning Models: 
 
Two DL Models are trained and evaluated: 
 

 LSTM (Long Short-Term Memory) 
 DNN (Deep Neural Network) 
 Model Architectures: 
 LSTM: Two LSTM layers (64 and 32 units) with a 

sigmoid output layer. 
 DNN: Two dense layers (64 and 32 units) with dropout 

regularization. 
 
Code: 
 

 
 

Fig. 4. Representation of LSTM Model and DNN Model 
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